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Abstract. In this article a memory model appears cache associative of two routes
with sequential access and a predicting one on the basis of stride. The development
of this modcl is based on the obscrvation of behavior of several models of memories
cache of data, and removing the greater benefit to this behavior. The proposed
model improves the behavior of the memory system (memory cache of data)
diminishing the latency of access at levels similar to those of a memory of direct
access or mapped, and the percentage of error (miss_rate) at levels similar to those
of an associative memory. This is significant from the point of view of yicld, since
several machine cycles for an operation of access to memory are diminished,
predicting its effective direction, with sufficient anticipation to its calculation,
besides to reduce to the consumption of encrgy when avoiding unfruitful accesses to
other blocks of the memory.

Keywords: memory cache, direct access, associalive memory, prediction, stride,
latency, number of cycles, hit_rate, miss_rate.

1 Introduction

The innovations in micro architectures have been conceived generally with the
observation of the behavior of the programs. The designers frequently introduce new
characteristics to micro architecture to operate the patterns of behavior of the program
with the purpose of improving the yield of the processor. . .

Nevertheless the advance in the improvement of the yield of the memories so is not
accelerated as in the case of the processor. Reason why it is necessary to explode
characteristic of behavior of the memories with the purpose of reducing to the access time
10 them and the number of errors as far as data none found. o

One of the main stages of the process of execution of a program is the compilation (?f
values of the memory and its writing (instructions of load and. storage Ioad/stor.c). In this
process, it is possible to be taken advantage of the characteristic the space locality and the
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temporary locality [1]. Considering these concepls he is as thg memory hierarchy i«
developed, which consists of different levels from memory with different sizes angd speeds
Next to the processor it is the denominated cache memory. :

At the moment several models of this cache exist that try to diminish the percentage of
failure rate (miss_rate) by means of having onc better policy available [2], handling of
replaced data (sweepings or remainder of breaks it), and policy search of data compares or
sequential. If to this we added to him that the percentage o.t' f.'at.lurc rate by meang of
dividing the cache in several blocks can be diminished (asociatividad level), diminishes
the time of delay of the processor by a data that it has to be extracted from the following
levels of memory when diminishing the latency (cycles by instruction). The problem tha
presents/displays these types of schemes, when dividing the cache memory in severa|
blocks, is that the time search of the data is increased, since is duplicated in comparison
with a memory of a single block or direct mapped.

When an associative memory is referenced, the blocks that conform it is examined in
parallel form. When the labels of the blocks have been read, a label comparator selects the
block that contains the wished data, and passes the data of the block to the processor. The
selector of labels introduces an extra retard between the rating of the block that contains
the wished data and the moment in that the data by the processor can be used. This
among other factors increases the time search of a data in this type of memories. The
figure | shows the graph in which it is compared as the memory of direct access has
smaller latency of access in almost 45% with respect to the memory of associative type
level two.

But on the other hand the associative memory always has demonstrated to have
miss_rate lower than the one of a memory of direct access, in figure 2 is the difference of
miss_rate between these two models.
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The design of a memory that combines the advantages of both models, associative
direct mapped and. has been the objective of many investigators. This mcmor'y must have
so much miss_rate as a latency low. is to say not to try to obtain efficicncy to sacrifice the
speed of operation of the memory. In order to obtain this objective different models from
access have considered, policies of error handling and replaced information (sweepings)
and models of prediction of location of the data. R

In this articulate, we propose a data cache memory of associative type level two, with
sequential access to its blocks, but with a predictor of data’s location in some of the
blocks. The model which we propose uses a predictor on the basis of stride. with a
saturated accountant of two bits (4 states) who allows a greater percentage of guessed
right predictions, implementing itself in an associative memory of level two with
sequential access. This technique offers miss_rate of an associative memory of level two,
but with an access time even smaller than a memory of direct access.

2 Antecedents

The implementations of cache memories of sequential type or serial they can be divided in
two categories. First, they can be divided in the form in which they are examined at the
time of making a data search, since this can be in a static and rigid order or of a dynamic
form. making the first search not necessarily in the first block, is to say not always begins
the search in the first block. Second, this type of memories can be divided by the type of
policy that uses to write their data in each one of the blocks, to read them, or to retire them
of such.

The cache memory Hash-Rehash type (HR-Cache) propose by Agarwal [3] reduces
miss_rate of a memory of direct mapped, and although this model can implement the
associative level that the designer proposes, available has a performance below an
associative memory of level two with policy LRU as far as miss_rate. This model consists
of the use of a memory of direct access that is acceded by means of two Hash functions
that determine a first block of access and subsequent blocks according to the number of
Hash functions that are implemented.

The cache memory model Column-Associative type (CA-Cache) of Agarwal and Pu@ar
[4], improves miss_rate and the access time of HR-Cache; being based on an opcration
similar to HR-Cache. CA-Cache, it makes use of two blocks. if when making a search in
the first block does not locate goes to the second block, and later changes the entrance of
this second block towards first, so that later searches locate 10 the data in the first block
diminishing the access time. )

Nevertheless the use of this technique implies an exira consumption of energy to
exchange the input data of both or more blocks than are implemented. As far as miss_rate

it continues being higher than the one of an associative memory oflcv_cl two.
Model that combines the advantages of the techniques before mentioned is proposed .by
Calder and Elmer [5]. Predictive Sequential Associative Cache (PSA-Cache), which
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instead of handling a policy of relocation of data it Icans.of a bit that the possible Jq
of the data identifies, which diminishes the consumption .of energy of the CA.
memory, and in which use is made available of a policy MRU and a ap]

Cali()n
Cache'

i i e : € of a
denominated bit table of steering or direction, with which it determines the dynamic block
to which the first search must accede when making.
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Fig. 3 Hit_rate % (Direct Mapped B . PSA-Cache and Associative Cache Level two I )

3 Predictive accesses to arrays Cache (PAAC)

Following the tendency to conform the operation of the hardware of the processor to the
behavior of the programs, is necessary 1o detect the behavior of the service loads on the
memory models cache that there is in the market. In figure 3 in the graph one of the most
recent models of associative memories of sequential access is observed, an associative
memory of level two and the traditional memory of direct mapped. The last has a better
behavior.

The idea to develop a memory of sequential access arises to determine the internal
behavior of the associative memory, since a great number of successes is located in single
one of the blocks that conforms it. Figure 4 shows as more of 90% of the successes they
are located in block one of the associative memory.

Considering that the access time of an associative memory of level two is two cycles,
the one considers that the search of the data in the memory is made simultaneously in both
blocks, which consumes a first cycle of clock and later to compare the values that throw
each one of the blocks and selecting valid data by a multiplexer a second cycle of clock.

If all the accesses went to first a block one more than the ninety percent of the accesses
it would be obtained in a cycle of clock instead of two, in case of not finding the daia If
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this block the access to the second clear block would become this with a penalty of an

Jdditional cycle, neyenhcless a percentage of error still below th
direct mapped or a single block is obtained. " one of & memory of
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Fig. 4 Hit_rate (%) for cach block in an associative cache memory of level two (AS-N2, block one

- . block two )

As this behavior is easily predictable thought about the use of a predictor on the basis
of stride. The predicting one on the basis of stride, in its simpler form predicts the next
value by means of determining the behavior of the accountant of the program. The basic
idea is to predict future references to the memory on the basis of the passed history for the
same instructions of access to memory.

The more intuitive scheme of prediction is the one than it has several iterations of the
same search with previous events. This is, when the Program Counter (PC) decoded an
instruction of load/store, reviews the entrances of a reference table to see if a file of that
instruction exists. If it does not exist, an entrance of this table is used to store the file of
this instruction. In case of existing the entrance and the reference for the following
iteration he is predictable, is made a pre-search. This basic scheme surrounds the use of
the PC and has a table to store the file of instructions of load/store that have acceded to
the cache memory of data. Nevertheless for our case this table will be used to determine to

that block was made the search of the asked for data.
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3.1 Table of prediction reference

¢ a memory Cache of instructions,

The table of reference of prediction, organized lik .
the memory of data and associate

maintains the file of previous references or accesses to
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stride to them (distance between instructions according to the PC) for each instruction of
load or storage. The entrances of the table are conformed by the following elements:

s Tag.- corresponds to the direction of the instruction of load/store.

sLast direction (operation).- that was referenced when the PC looked for the instructjop,

sStride.- the difference between the two you complete directions that were generated

sState.- Two bits that serve like accountant to establish a file of three states of the
accesses of the same instruction. To the beginning, the first access accountant in ope
indicates an initial condition, the second time the accountant is increased and
situation is considered in which it is possible to make prediction of the location (block)
of the following asked for value, and in the third state a condition of a prediction with
high percentage of certainty in which occurs if the prediction is made.

&sBlock.- in this ficld the location of the data is stored, being first or the second block of

the memory. This field is updated after collecting the data of the memory and 1o
corroborate its location

The size of the prediction table originally considered of a size of 32 entrances,

nevertheless, when increasing the size of this table has an elevated percentage of
prediction more.
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Fig. 5 Hit_rate of prediction (32 entries - , 128 entries . 1024 entries - . SPEC2000)

Obvi.ously the percentage of erroneous prediction increases, but it is not in the same
proportion that thg guessed right prediction does. In figure 5 the behavior of the predicting
one for different sizes is appraised from the table of prediction with the SPEC2000.
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When handling themselves a robot of prediction based on a behavior of stride. and
having @ SO grez_it table, as is it of 1024, no longer takes single the accesses with a’vcry
repetitive bchavnor,.but which it also considers other accesses with no longer so repetitive
behaviors, which gives foot to have prediction errors, therefore was decided to handle a
wable of a size of 128 entrances, with which according to the obtained results it is possible

1o be covered most of the accesses with repetitive behavior
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Fig. 6 Miss_rate of prediction (32 entries I . 128 entries® . 1024 eraries M sPECINT)

3.2 Predictor on the basis of stride

The basic mechanism in the prediction on the basis of stride is to keep the effective
direction from the operands of memory, it calculates stride for the access, and activates
the field of State to verify if the following reference by means of comparing previous
stride can be predicted kept with which it finishes calculating. Stride is obtained by
means of taking the difference between the effective directions from the two but recent
accesses by the same instruction.

The prediction says that she is correct when the direction that comes by the normal
flow is equal to the sum of stride calculated but previous stored address, of to be certain
this condition is not predicted and the condition of the field is modified state. When
appearing a true condition is increased the accountant of the field state, but if the
condition is false decrements this accountant.

On the basis of the value of this accountant the predicted value is used to accede to the

correct block of the memory breaks in where is the stored data. .
In accountant who handles itself for the State ficld, the first state corresponds with a

condition of boot of the prediction table activating an entrance of the 1able. The
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accountant changes to the following state whenever the result of stride is similar to the
kept one in the first state; in this single state the Yalucs are updated and the value of the
prediction table is not taken into account. Th.e third state occurs at the time of repeating
stride again and now if the value of the field is taken into account block 10 accede to the
predicted block. The fourth state considers a state of very high probability of guessing
right to the block that contains the data, since the behavior pattern has repeated at leasy
three times previously (three
previous states).

Nevertheless when making tests
and comparisons between
simulations have been that whep
diminishing the value of the
accountant of this robot is increased
the percentage of prediction in each
one of the simulations. Instead of
which the prediction is made in
state three of the accountant now is

Predict

titi . .
:\,'?:‘L?o:;; made in the second state. Figure 7
predict shows the operation of the

accountant.

It predicts with
high probability

Fig. 7 Counter for state



Predictive Array Access Cache-PAAC7] 423

m Pred. 2° statc. (%) Pred 3° state. (%) The reason of using the value of

45.55 18.22 the field block in the second state
246 14.76 of the accountant is because many
69.44 34.72 of the accesses made to a same
36.76 29.408 direction of memory are repeated
39.32 23.592 of constant form, if the robot
35.51 10.653 allowed to predict single as of the
4924 44316 third time that appecars the same
57.46 31476 patten of behavior was let go an
10.69 58795 event that can very possibly be
389 1167 predicted with a high level of
37.12 14.848 certainty. If the prediction s
21.57 6.471 allowed from the second state (.>f
30 s the accountant, this charactgrisnc
7359 51513 takes advantage of the behavior of
3038 " 8"’28 the hflrdwnn‘: and an advant'ag.c of
77.1 l 13-;66 40% in possible correct predictions
e = over the previous model is
12 a1 10.197 obtained. Table | presents the data
1005 Li L8 in percentage  of  hit_rate of
59.67 38.7855 prediction as of the second and
48.65 14.595 third state of the accountant.
15.31 9186 The PAAC altogether this
19.65 179 conformed by a table of prediction,
30.95 18.57 a form of sequential access and a

politic of replace LRU (Fig. 8).
The access to the PAAC is made
of the following way: if the prediction cannot be always made access to thc.ﬁrsl.blo.ck of
the memory, since it demonstrated (Fig. 4) that most of the data they lodge in this; if the
data is found in this block had a latency of a cycle of access, which is similar to a memory
of dircct mapped, but of not finding the data is acceded to _lhc second block, which brings
like consequence a latency similar to the one of an associative memory. _

The way that is followed to predict the block in which the lookcfi for data is located
initiates with the use of the Program Counter (PC) of the instruction of access to the
memory, while by a side the effective direction of the memory by means of a sum
calculates (it consumes at least a cycle), we indexed our lal3le of: prediction of 128
entrances, of which the value of the accountant for that entrance 1s verified. Ifthe state of
the accountant allows the prediction block in that same cnt.rance.of the table acc;cdcs to 1}::
block indicated by the field. In case of success an access in a ime 91‘3 cycle is obu.uneh ‘
similar to the one of a memory of direct mapped, without mattering if the data wenls mkl e
primary or secondary block. In case of a prediction error it 15 acceded to the b ocf in
opposition to the one of the prediction, which tares like consequence a penalty of an

Table 1. - Pcrcentage of hit_rate of prediction
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additional cycle to which already uses to review the predicted block. The filling of the

prediction table is made by means of comparing stride present with stride stored ip the
prediction table.

Fetch Decode Execution Mcmory W_r_it-c—-"
Back

Window Instruction

Effective, ——»| 0
PC
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Fig. 8 Prediction's data_path of a block, that it is part from an associative memory of level two AS2
(normal flow —  prediction’s flow =P ).

Stride is obtained from the difference of the previous direction with the present
dircction, operation that can be conducted single until the calculation of the effective
direction finishes. )

In addition a comparison between the predicted direction (extreme of previous
direction with stride stored) and the effective direction is made. If both comparisons
guessed right, when comparing both stride is increased the accountant of the entrance
the table, besides to verify in that block was the data within the cache memory, to updat
the ficld block of the table.

In the next access to the memory the prediction table is verified and on the basis of

accountant of events of stride and of the field block it is possible to predict in which
from the memory is stored our data.
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If ti.u: dlrectl(.m of lhe.data is predictable accedes to the block indicated by th
prediction tabl.c, if the data e located in this block, conserves the latency of ;Ca y
put if not finding the data it is acceded to the other block in search gf the ';‘Ctt mal?p:d,
P"dimion WIS Sflc.:ccssfu| and the data was located in block two re rcs:nz:. th tl s
climinated the additional cycle to have to look for the data in the first blocl:( of se u::“i;?
form and soon to accede to block two. When we have a huge prediction’s rcc?n )
can be used to reduce the access time to the memory. P age i

4 Methodology of Evaluation

We compared the behavior of different models from cache memories using simulations of
service loads, for it was used the Simplescalar [6]) We obtained measures from 20
programs, from SPEC95 and SPEC2000. The models simulated memories were: memory
of direct mapped (MP), memory Column-Associative type provided with a predictor on
the basis of stride (CA-Pred), an associative memory level (two AS-2) and our model
(PAAC); all the models with sizes of 8K, 16K, 32K and 64K. To determine performance

of memory it is used the formula presented.

Performance= K+ L,
M

K = (hits in block one) + (hits in block two) + (hits by prediction)
L = (miss in any block) + (miss in prediction)
M = Total number of cycles for exccution

The latency of success for a direct mapped memory is 1 cycle, for an associative
memory level two is of 2 cycles, for our model it is one cycle for block one and predicted
hits, two cycles for block two (sequential access). The error latency is 18 cycles for the
three models. At last all the access (hits and misses) arc added and divided by total

number of cycles of benchmark execution.

S Results

The index of errors for our model (PAAC) is similar to the ¢
of type, since it leaves from the same principle of positioning of data, but the advantage

that presents/displays is the access time, table 3 shows the obtained access times for cac.h
one of the models. In table 3 the smaller index of latency for the PAA?C. cven lowcf is
emphasized than the one of a memory of direct mapped of the same size. Even making
comparisons between the number of cycles of latency between PA{\C and onc of direct
mapped, a PAAC of 16K has a smaller latency that a memory of direct mapped of 32K,

the one of an associative memory
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this point is excellent considering that like the size of our storage device is increased hy
index of miss rate is reduced.

MP CA Pred  AS2 _ PAAC SPEC m
T 574 577 539 | 539 2.16 | 2.34

3.12 )
B s8] 96 AT AT

228 | 262 | 36 | 2157
299 1.79 146 | 1.46 151 [ 159 [ 222 125

=N7197 67 5.1 5.1 222 | 242 281 | 183
7497 6.05 229 | 229 226 | 225 1235 | 143 ]
BT 102] 230 1.60 | 1.60

167 | 177 [ 225 [ 129
BT 22 114 | 114 1.52 | 168 [ 2107 [ 121

2
(=]

BTl | 574 1.67 | 1.67 1.78 | 2.0 2.5 15
348 376 276 | 2.76 173 | 183 [ 243 | 148
249]  2.20 049 | 0.49 141 [ 166 | 207 | 115
B2 266 1.72 | 1.12 186 | 169 [ 227 13
320 2.49 220 | 220 1.5 | 112 | 234 | 142

-

Yl o.00| 864 734 | 7.34
TN 29| 397 236 | 2.36
I s 138 023 | 023
I3 3891 [ 1313 ] 13713
YTl s. 15| 376 i | oL 0
o] 193 087 | 087 165 | 176 [ 213 1.6

BT s 409 184 | 1.84 199 [ 202 [229 ] 135
Table 2.- Percentages of miss_rate (%) Table 3. - Index of latency (cycle)

3

glg':‘%: & :
I ng - =

c 2.4 2.87 3.07 2.16
1.38 1.72 2.11 1.2
1.92 )l 2.03 1.1
29 3.28 4.02 2.9

1.87 1.78 2.17 1.23

6 Conclusions and futures works

On the basis of the predicted results and to the obtained ones, we can be made
comparisons of the degree of effectiveness of proposed model. In the case of the area
predictions of location of data it is possible to be continued implementing improvements
as far as possible in the prediction, since in spite of having a percentage of 94%
effectiveness, we diminish the miss_rate of prediction with the propose of increasing the
performance of our model. The application of this model in associative memories with
greater number of blocks is the next point of study and to evaluate its yield, also

Possiblc implementation in language VHDL for its simulation at level layout to determine
its power consumption.



Predictive Array Access Cache-PAAC71 427

References

k. Peir. Y. Lee, and W. Hsu, “Capturing Dynamic Memo f i i i

1. JC K e Topology.” Proc. 8th ASPLOS. 18998. ry Reference Behaviour with Adaptive

9 JW.Fu J.H. Patel and B.L. Janssens, “Stride Directed Prefetching in Scalar Processors™, Proc of
the 25™ Int. Symp. On Microarchitecture (MICRO-25). pp. 102110, 1992

3. Anant Agarwal. John Hennesy, and Mark Horowitz. Cache performance of operating systems
and mulitiprogramming, ACM Transactions on Computer Systems, 6:393-431, November 1988.

4. Anant Agarwal and Steven D. Pudar. Column-Associative caches: A technique for reducing the
miss_ratc of dircct mapped caches. In 2oth Annual Intcrmational Symposium on Computer
Architecture, SIGARCH Newsletter, pages 179-190, IEEE, 1993

5. B. Calder, and D. Grunwald, J. Elmer, “Predictive Sequential Associative Cache™, Proc. 2
HPCA, 1996.

6. Todd Austin, Eric Larson, and Dan Ernst, “SimpleScalar: An Infrastructure for
Computer System Modeling,” IEEE Computer, February 2002.

2. J-L Bacr and T-F Chen, “An Effective On-Chip Preloading Scheme To Reduce Data Access
Penalty™. ACM. ICS 1991

8. Alan Jay Smith, “Cache Memories™, Computing Surveys, 14(4): 473-530. September 1082,

9. M. Hill. A. Smith, “Evaluating Associativity in CPU Caches™, IEEE Trans Computers, Vol.
22(12), Dcc. 1989

10.M. Jonsn, Sperscalar Microprocessor Design. Englewood Cliffs, New Jerscy; Prentice Hall,
1990.

11.David A. Paterson, John L. Hennesscy. Computer Organization and Design: The
Hardware/Software Interface, Second Edition, Morgan Kaufmann Publishers. 1997.

12.Deszd Sima, Terrence Fountain, Peter Kacsuk, Advanced Computer Architectures: A Design
Space Approach. Addison Wesley, 1957

13.Norm Jouppi. Cache writes policics and performance. In 20* Annual International Symposium
on Computer Architecture, SIGARCH Newsletter, pages 191-201. IEEE, May 1993.



